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The first experimental citation index-

es of scientific literature were compiled

almost twenty years ago. By the time we
had completed the 1964 Sczknce Citu-

tion Inde# (SCF’ ), we were aware
that there was a surprising near-constan-
cy in the ratio of 1.7 between references
processed each year and the number of
different items cited by those references.
Very early we began to call the 1.7 ratio
the citation constam. We have frequent-
ly discussed this number at lSI@ , and
used it for various estimates informally,
I have never attempted any rigorous an-
alysis of it, though it has been men-
tioned in some of these essays.

If you examine any annual SC1
Guide, this ‘constant’ is readily appar-
ent in the chronological statistical analY-
sis provided. As the number and type of
journals covered by K’] has grown, the
ratio has changed slightly. Perhaps my
own mathematical and statistical naivct~
has made it possible for me to suffer in
silence so many years while I wondered
about the probability of a true constant.
This does not mean that a number of
people have not concerned themselves
with regularities in citation data. Prob-
ably Derek Price was the first in recent
times to publish on the subject, though
he himself often cites the pioneer
studies of A.J. Lotka in this connec-
tion. 1 Using SCZ data, Price showed in
1965 how many papers will be cited n
times. 2

Authors often ask me how sigrtiflcant
it is that a paper has been cited ten

Number 6

times in one year. They are surprised to
learn that less than 25% of all papers
will be cited ten times in all eternity!
How categorical can you get ? As you
have seen in the various lists of highly
cited papers we have published in
C#ment Content@ (CG’ ), any paper
cited ten times in one year is i~~o fato
significant. Occasionally there is an an-
omaly. But a paper cited ten times in
each of two successive yearn is well on its
way to citation stardom. Whether the
author is on the way to immortality de-
pends on how well he or she does in
other papers.

But let us return to Gaty$e//s ‘con-
stant’. Why is it 1.7? A Dutch scientist,
M.C. Gomperts, studied the constancy
of citation in the special field of
Chladni’s plates,3 but he failed to take
note of our magical 1.7. A.E. Cawkell
reviewed Gompert’s paper in some de-
tail, and reminded him of the SC] sta-
tistics cited above.4 At that time our
‘constant’ was given as 1.65.

A few years ago I decided to explore
this mystery. I was scanning a yearly rc-
pott that shows the average number of
references per article for each journal we
cover. It may surprise some readers to
learn that there is substantial variation--
by discipline, and as recently noted,5 by
geographical origin. The average chem-
istry or physics article, for example, con-
tains about twenty references, while
math articles contain less than ten. Dis-
regarding language and discipline, the
average article in 1974 contained thir-
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teen references. The average article in a
journal published in France contained
8.8 references. Review articles naturally
contain more references than others. In-
deed the addition of a substantial num-
ber of review-type journals to our data-
base could affect the ratio significantly.
A recent Soviet article gives some inter-
esting comparative data on number of
references, with particular attention to
math journa]s,6

It is not at all obvious why there
should be a big difference between
math and physics, between medicine
and chemistry, between French and
non-French. In the case of math--as is
likely to be the cause when the field is
new or small--it is not because there is
comparatively little literature to cite.
The fewer references in math articles
may say something about the super-
specialization in mathematics that is im-
possible in disciplines like biochemistry.
Or it may say something about the liter-
ary style of mathematicians, engineers,
and others who write more esoterically
and possibly with less needful regard for
their topic’s history.

One can construct a simple model of
the literature with certain remonable as-
sumptions about the size of the existing
literature, the length of papers and
number of references, etc. This is the
sort of thing Price did when he con-
cluded that forty papers make up a re-
search front. 2

Assume that the total citable litera-
ture in a field consists of 10,000 papers.
.kssume that the literature is growing
about 10% a year--that is, that about
1000 new papers appear each year. If
the average number of references per
paper is ten, these 1000 new papers will
produce 10,000 references. However, *C
know or can assume that only about half
the papers ever published will be cited

in any particular year. Thus in our mod-
el, 5000 papers will be cited 10,000
times and Garfield’s ‘constant’ would
be 2.o.

If you want more realistic numbers
for the model, you’ll find that the ex-
tant literature is closer to 7.5 million
items, that 3.0 miiiion (about 42%) arc
cited each year, that the average num-
ber of references per paper is about
twelve or thirteen, and that the annuai
growth rate is about 7%.

For those of you who iike equations,
let L be the extant Iitcraturc, U the util-
ization factor (the percentage of the li-
terature used or cited each year), R the
number of references pcr paper, and G
the mowth rate. GL will then be the
num~cr of new papers published each
year, UL will be the number of papers
cited each year, GLR wiil be the number
of references processed each year, and
GLR/UL = C, the citation ratio. Since
L cancels out of numerator and denom-
inator, we have C = GR/U.

If the growth rate (Q is 7%, the
number of references per paper (R) is
12, the utilization factor (U) is 0.5, then
C turns out to be 1.7. Since wc can’t be
certain about the size of the extant liter-
ature, wc can only speculate on the ac-
curacy of U. For cocktail-party conversa-
tion. one can assume that about haif the
iitcraturc must bc cited each year if the
growth rate is 7%, or possibiy a third of
the literature is cited if the growth rate
is 5% a vear.

Using ‘the simple model, what might
one expect for fields like mathematics
and molecular biology? Certainly they
are quite different. Doubling the
growth rate wiii double the ‘constant’.
Doubiing the number of references pcr
paper will have a similar effect. Thus, a
combination of these effects wiil inevi-
tably cause the average paper in mole-
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cular biolo~ to have a higher impact
than a paper in mathematics. However,
if a field consistently shows more refer-
ences per paper (thus increasing R),
there is perhaps a corresponding growth
in the utilization factor. If a fast-moving
field tends to ignore the older Iitcraturc,
then its utilization factor could even de-
cline while having a higher than average
number of references per paper. This
would show up in what wc have called
the irnmedihcy /a/or.

If one wants to obtain the appropriate
ratio for a particular field, it is critical to
define the limits of that field. The
cluster represented by a piwticular jour-
nal or group of journals ought to be suf-
ficient for most putposes. However, wc
can get similar results when wc segre-
gate papers by means of other objective
clustering methods. In this way, onc can
compare the citation records of individ-
uals and of papers within that field or
cluster.

This presumably helps answer the
question, “Did scientist X or paper X
have as much impact on the field as did
scientist Y or paper Y?”

It may seem only a parlor game to
ask, regardless of citation analysis,
whether Einstein had as much impact
on physics as did Mendel on biology.
But I’m told that questions like these

are constantly debated by philosophers
and historians of science. After all it
isn’t that long ago that ‘scholars’ were
debating how many angels could dance
on the tip of a needle.

Obviously a changing number cannot
be called a constant. But if the .fC1 were
a real random sample of the total litera-
ture or achieved ‘complete’ coverage,
we then would observe a constant, I
believe, or at least be able to explain
why wc didn’t.

The same kind of discussion above on
one year’s data can be applied to longer
periods. For example, consider the peri-
od covcrcd by the SCl Five-Year Curnu-
htion l%S -1%9. For the ~eriod as a.
whole, the ratio described above turns
out to be 2.557 Over the course of those
five years, 1000 source journals were
added to the coverage of the Xl, and
there was a 50% increase in the number
of anicles covered. During that time al-
most 6.5 million different articles and
books were cited in the processing of al-
most 17 million references. Despite all
this, the annual values of the ratio for
the five years 1965-1969 were 1.65,
1.65, 1.66, 1.67, 1.67. Can you blame
mc for suspecting that behind all this
there lurks a constant, whatever you
choose to call it.
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