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This article discusses the rationale for creating historio-
graphs of scholarly topics using a new program called
HistCite™, which produces a variety of analyses to aid
the historian identify key events (papers), people (au-
thors), and journals in a field. By creating a genealogic
profile of the evolution, the program aids the scholar in
evaluating the paradigm involved.

Introduction

The editor of this special issue, Chaomei Chen, asked us
to provide an applications-oriented view of algorithmic
historiography and how it relates to understanding scientific
paradigms. The first public presentations of our system for
algorithmic historiography were given at the University of
Pittsburgh (Garfield, 2001a) and then at Drexel University
(Garfield, 2001b). In addition, a paper by the authors has
been presented at the national meeting of the American
Society for Information Science and Technology (Garfield,
Pudovkin, & Istomin, 2002).

Of late, it has become fashionable to speak about para-
digms, but a paradigm is basically a model of a field.
Historiography is intimately related to understanding para-
digms shifts. However, we tend to use the term for concepts
that are broader in scale than typical literature searches. But
if you want to understand how a paradigm has changed, you
must identify the literature of the topic first. Then by ob-
serving the changes in the citation of key works of that field,
you see how the basic concepts or the perception of the
paradigm changed.

Our historiographic software, hereinafter referred to as
HistCite™, facilitates the understanding of paradigms by
enabling the scholar to identify the significant works on a
given topic. At the same time it provides a graphic, geneo-
logic presentation of the citational links between them. The
system also preserves these citation links for the entire
bibliographic collection so that one can explore intermedi-
ary links involving less frequently cited works.

The historiography of science can be viewed in a variety
of ways. Classical historians of science discuss ancient,
medieval, renaissance, and contemporary 19th and 20th
century science descriptively. In their narratives and analy-
sis, they also provide extensive bibliographic documenta-
tion. Historic scholars are frequently heavy users of library
services and usually take great pride in having read both the
classical and ancillary, even ephemeral works in the field. In
our conception of facilitating historiography—that is, writ-
ing the history of modern science—we make the basic
assumption that the bibliographic information contained in a
collection of published scientific articles is sufficient for the
purpose of recapturing the historiographic structure of the
field. Because citation indexes utilize the cited works of
thousands of authors, it is assumed that collectively they call
out the basic works in any field. Gaps may exist in the
documentation provided by individual authors, but collec-
tively they produce a fairly complete picture of the historic
background of the topic.

Our approach to historiography is decidedly genealogic.
We want to show where a particular topic began and iden-
tify both the bibliographic antecedents and descendents of
its principal, often primordial papers and authors. Once
these basic structural elements (papers and books) of the
field are identified, they are “summarized” graphically as an
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interconnected historiograph involving, typically, the 5%
that are the most-cited. A chronologic map or flow diagram
is created in which the nodes for these works are repre-
sented either as circles, ovals, rectangles, or other icons. The

first step in constructing this map is to compile a bibliog-
raphy from the ISI Web of Science� or other database based
on a search by keywords, cited authors, cited papers or
books, or by a source journal. In a typical search, you obtain
a list of citing papers (Fig. 1). You click on Marked List
(XX) and the export file is saved in ASCII format (Fig. 2).
When the HistCite software is opened up, a screen appears

FIG. 1. Web of Science cited reference search on MM Kessler 1963.

FIG. 2. Marked records field options and save to file.

FIG. 3. Start screen. File address and caption are inserted and Add
pressed to activate HistCite software.

FIG. 4. Chronologic output file after HistCite™ processing.
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that asks you to add the saved file address. You click the
browse button and select the appropriate file address and
then click add (see Fig. 3). You can also add a caption text
for the network. The address for the saved file is used to
activate the HistCite software. Once the program is acti-
vated, processing is completed in about one minute for a file
of 500–1,000 source records. It is essential to reiterate that
for each source record captured, its entire list of cited
references must be included. Although records without cited
references will be included in the final bibliography, they
could not by definition provide backward links.

The Science Citation Index� (SCI�), Social Sciences Ci-
tation Index� (SSCI�), and Arts and Humanities Citation Index� (AH&CI�) on CD ROM, on the Web of Science, or

on Dialog can be used to create the import file. Once
completed, the program displays the output in the form of a
chronological table arranged in order by year, journal, vol-
ume, and page. A typical display is shown in Figure 4. Each
item is assigned a node serial number, and for each paper
there is a Global Citation Score (GCS) as well as a Local
Citation Score (LCS). By clicking on either GCS or LCS, the
researcher is presented with a ranked sort of the collection
starting with the most-cited paper at the top. The GCS is the
number of times the paper is cited in the SCI. The LCS is the
number of times the paper is cited in the collection.

Although there are exceptions, it has been well docu-
mented that the key works in most fields are well correlated
with citation frequency. To construct the history of biblio-
graphic coupling Garfield (Garfield, 2001a) began the WoS
cited reference search with the primordial paper by Michael
M. Kessler (Kessler, 1963). That paper can be regarded as
a symbol for the topic of bibliographic coupling. Neverthe-
less, for whatever reasons, some authors either have forgot-
ten the paper or do not think it necessary to cite Kessler’s
paper even though the titles of their papers include the term
bibliographic coupling. So the search was augmented with a
title-word search that added a few dozen papers. The final
bibliography contains a few hundred source papers, each of
which has cited an average of 20 or more references. Thus,
a virtual minicitation index consisting of 4–5,000 cited
references was created.

Many citation variations are due to lack of standardiza-
tion in citation practice. To capture all relevant papers one
may have to modify the WoS search profile accordingly. For

FIG. 5. Papers published by I.V. Marshakova including 1973 primordial
paper on cocitation clustering.

FIG. 6. Outer references ranked by citation frequency.

FIG. 7. Historigraph of bibliographic coupling from 1955 to 1974. Dotted
lines indicate outer references.
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references are best identified and edited by sorting them by
cited author or by using the ”Find” command of your
browser to find all entries for one author at a time. However,

of greater significance, the outer references collection pro-
vides a potential pool of core papers and books. By defini-
tion, these works were not retrieved in the original WoS

FIG. 10. Graphic presentation of gene flow collection.

404 JOURNAL OF THE AMERICAN SOCIETY FOR INFORMATION SCIENCE AND TECHNOLOGY—March 2003



search because they did not cite the primordial work of
Kessler. However, they were frequently cited by the papers
that did cite Kessler. Indeed, many of these outer references
are key works that contributed to the evolving history of the
topic. Hence, works by Garfield and others published prior
to 1963 will turn up as outer references. However, many
papers published after 1963, which have been cocited with
Kessler, also prove to be essential to the subject. Indeed, an
important by-product of the algorithm is the ability to iden-
tify candidate papers for performing a cocitation mapping
exercise.

The ultimate hand-drawn map of the topic of biblio-
graphic coupling for 1955–1974 is shown in Figure 7. As
can be seen, the map is arranged chronologically. From its
citation frequency in this collection, it was determined that
Garfield’s 1955 paper in Science was an essential predeces-
sor to the work on bibliographic coupling even though in his
1963 paper Kessler himself did not cite it. The Garfield
paper appeared in the list of outer references (Fig. 6), as did
the 1963 work by Derek de Solla Price, Little Science, Big
Science. The book did not explicitly cite the Kessler paper.
Upon further investigation, however, it was observed that
Price acknowledged Kessler’s technical reports in a foot-
note. By virtue of its inclusion in outer references it was
realized that the Price work was essential to a more detailed
history of this topic. Historiography involves making judg-
ments and selections. But the basis for these selections must
be a comprehensive display of candidate works, and the
system also permits one to identify key linking or transition
papers that may or may not be well cited.

Even a scholar with a photographic memory like Isaac
Asimov can overlook some transitional key works that were
involved in the development of a field (Garfield, Sher, &
Torpie, 1964).

In a similar fashion, the history of the topic of cocitation
analysis was reconstructed (Garfield, 2001b). It was clearly

shown that this topic is a logical extension of bibliographic
coupling. However, the literature had grown from a few
hundred papers to over 1,000. In the evaluation of the topic,
the key role of later researchers like Howard White and
Katherine McCain could be seen. Indeed, the process goes
to the heart of understanding the paradigmatic shift from
bibliographic coupling to cocitation to coword analysis.

FIG. 11. Full source entry for none #3, paper by R.M. May, American
Naturalist, 1975.

FIG. 12. Full source entry for M. Slatkin’s 1977 paper. WoS CS is Global
Citation Source.

FIG. 13. Chronologic view of all papers published in Evolution, 1947 TO
1998 using an earlier version of HistCite software.
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Let’s turn now to an entirely different application of the
Historiographer process to the topic of “gene flow.” This is
a subject of considerable interest to one of us (Pudovkin).
Instead of a cited reference search, we conducted a general
search in WoS using the simple term “gene flow” and
limited the search to title words. Six hundred papers were
published on this topic between 1974 and 2001 (Fig. 8). Of
these, 29 papers were locally cited 10 or more times (Fig. 9),
and were used to create a historiograph of the field. Thus,
we are presented with a graphical description of the struc-
ture of this topic in Figure 10. Note that each rectangular
node is hotlinked to the full source entry (Fig. 11). Node #3
is Richard May’s 1975 paper in the American Naturalist.

Gene flow is an important problem in population genet-
ics. Gene flow maintains the unity of a species: the less the
gene flow, the stronger the genetic differentiation among
separate geographic populations. The intensity of gene flow
is very difficult to measure directly. Many indirect estima-
tion procedures have been suggested. In 1977 Mongomery
Slatkin (now at UC Berkeley) published the first paper in a
series of papers on the subject (16. Slatkin, 1977) (Fig. 12).
Later he suggested using measures of allelic differences
among populations to estimate the gene flow. These highly
cited papers are cited both globally and locally (see nodes
37, 71, 76, 121, 153). The 1980s were a time of great
allozymic research activity, and allele frequency data were
very easy to get. Later, in 1992, he and coauthors Hudson

and Maddison (node 226) suggested the use of DNA-se-
quence data to estimate gene flow. This paper has not yet
been cited very often because practical implementation of
the approach is not easy.

The gene flow example is a work in progress because we
must now correct errors or variations in cited references and
feed the corrected versions into the main collection. We
must also add outer references to the main collection that
are perceived as important for inclusion in the historiograph.
And the collection can be further increased by including all
papers that cite the early work of Slatkin or others.

In constructing the complete database for any topic, one
must contemplate performing an iterative process. One must
decide whether or not any of the retrieved papers in a search
should be used to further expand the file. This is sometimes
called chain indexing. A cited reference search can be
performed on any of the early citing papers to find addi-
tional papers that should be added to the original marked
list. There is a wide variation in the degree of relatedness of
citing papers. Some may cite many papers in the network.
Others may cite only the one used for the cited reference
search. Those that are heavily coupled bibliographically to
the existing file should be included in the ultimate historio-

FIG. 14. Pseudosource record for Cochrane book, Effectiveness and
Efficiency.

FIG. 15. Chronologic historiographic display of citations to Cochrane’s
book, Effectiveness and Efficiency.
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graph. Those that are only tangentially connected need not
be included. A paper with 100 cited references may have
cited only one paper in the nodal network. All the other 99
will go into the list of outer references. If none of the other
papers in the collection have cited any of these papers, then
they will all turn up at the bottom of the outer reference list
when sorted by citation frequency. You can establish a
cutoff threshold for selecting only those items cited above
the threshold. Thus, the only limitation on expanding search
results by chain citation indexing, or by expanding the
vocabulary, is the number of items that must be processed
by the program. Collections up to 5,000 source items have
been easily accommodated, such as the entire file of papers
published in the journal Evolution from 1947 to 1998 (http://
garfield.library.upenn.edu/histomp/evol45-98/) (Fig.13).

In the early development of a topic, using unlimited or
unselective chain indexing is not dangerous. But when one
encounters citing papers, which are in turn highly cited, then
a decision must be made as to whether or not to proceed
with chaining. Thus, if the classic Lowry method for protein
determination (Lowry, Rosebrough, Farr, & Randall, 1951)
or some other method paper were encountered, we would
have to decide whether to eliminate it from the collection.
One way to temper a chain search is to look for cocitation
between the highly cited paper and at least one or more of
the papers in the core bibliography. What is the probability

that a nonrelevant highly cited paper will have cited two or
more papers on your topic? For example, it is not likely that
the recent hot papers by Lander and Venter (Lander et al.,
2001; Venter et al., 2001) on sequencing the human genome
will have cited two or more papers on bibliographic cou-
pling. It is highly likely that papers like the Lowry method
will turn up in the outer references. But that will not cause
a cascade of additional citing papers unless it is brought into
the main bibliography, as would be the case in a history of
protein development.

We have perhaps unduly stressed the potential errors and
variations in cited references. From our experience to date
the very first output of a topical search will identify the most
significant papers on that topic. HistCite enables you to
provide a more precise accounting of the citation frequen-
cies involved. However, as was shown in the example of
Marshakova, some significant works may be turned up by
standardizing the variations in journal abbreviations and
pagination.

Inevitably, one needs to add source documents to the
main bibliography that have not been processed as sources
in the WoS. To do this, one must manually create a source
document. Consider the source record we created for the
1972 book “Effectiveness and Efficiency” by Archie Co-
chrane (Fig. 14). This book was cited in over 800 papers.

FIG. 16. Full source entry for node #0, Cochrane’s book Effectiveness
and Efficiency

FIG. 17. Outer references for historiographic file on Cochrane’s book.
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Following the WoS source style, we created a pseudojournal
entry for the book itself. Eighty references are cited in the
book. Each of the 80 cited references in the book is tagged
CR. Each comma-delimited CR line contains author, year,
journal or book, volume and page. Every volume and page
must be preceded by V and P.

The first part of the HistCite collection of papers that cite
Cochrane’s classic on evidence-based medicine is shown in
Figure 15. Note that the GCS is lower than the LCS. This is
because we edited 32 citing records that had cited a varia-
tion in pagination or whatever. GCS is the original WoS
score. The source record for Node #0 is shown in Figure 16,
and the list of outer references is shown in Figure 17.
Anyone familiar with this field will not be surprised that the
classic work of Dave Sackett turns up. Its WoS entry is
shown in Figure 18.

When the HistCite collection is sorted by Local Citation
Score, the 1992 work of Iain Chalmers comes to the top
(Fig. 19). The broad scope of this field is demonstrated
when we sort by GCS (Fig. 20) and see the highly cited
work of Wennberg and others.

At the suggestion of Chaomei Chen, it was decided to
test the utility of HistCite on the topic of “information
visualization.” We approached his request from the perspec-
tive of a reference librarian who is asked to find the key
works on this topic. Creating a bibliographic file based on

key words rather than cited authors or papers can be prob-
lematic considering the inherent ambiguity in natural lan-
guage. The specific term “information visualization” is ac-
tually of recent vintage. A search of the entire 56 year Web
of Science using “inform* visuali*” produces only 147 hits.
When the search is limited to the title word field, only 50
papers were found. The oldest paper was published in 1993
(Fig. 21). However, the phrase “visualization of informa-
tion” was used as early as 1977 by two Russian authors (Fig.
22). Indeed, expanding the search query to “inform* same
visuali*,” produces another 1000 papers published from
1985 to the present. Nevertheless, we have used the smaller
sample of 147 papers to create a sample HistCite file (Fig.
23) based on the two variant spellings for the phrase infor-
mation visualization or information visualisation. The first
three entries in Figure 23 were retrieved in a search of the
pre-1980 literature, which was not limited to title words.
Papers in gray indicate that they neither cite nor are they
cited by any other papers in the collection.

Performing a keyword search is counter to our pref-
erence for searching by cited articles or authors. Never-
theless, the natural language search has indeed been
successful. By sorting on LCS we find node #4 is the
most-cited paper in the bibliography. It was written by
Robertson, Card, and Mackinlay at Xerox (Fig. 24). So

FIG. 19. Cochrane file sorted by local citation source (LCS). Chalmers
1992 paper follows Cochrane book.

FIG. 18. WoS source record for D.L. Sackett’s supercited 1996 paper on
evidence-based medicine.
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FIG. 20. Sort by global citation score (GCS) places Wennberg 1973
paper second.

FIG. 21. WoS search on information visualization—oldest paper.

FIG. 22. WoS search on information and visual*, 1960–1977.

FIG. 23. Chronologic file of papers on inform* Visuali, 1992–2002.
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far this is the earliest paper encountered that uses the
term “information visualization” as a title word. Exami-
nation of the list of references cited in this paper (Fig. 25)
gives a hint of earlier work.

However, when the file is sorted by Global Citation
Score, the second most cited paper, Node #68, is Henry
Small’s 1999 paper on “Visualizing Science by Citation
Mapping,” published in JASIST (Fig. 26).

Also in Figure 26, the third paper, by Sofia, was cited by
16 papers globally. Published in Nucleic Acids Research in
2001, the paper concerns a novel protein superfamily and
uses information visualization methods. Thus, we are thrust
into the large biotechnology literature which is outside
“information visualization” per se. Note that it is not linked
to any of the other papers in the sample network!

Figure 27 shows the list of outer references and identifies
the two earlier 1990 conference papers by GG Robertson
and Mackinlay that they cited earlier.

Following these in Figure 27 is the “granddaddy” of the
overall field of visualization, Edward R. Tufte’s 1983 book,
The Visual Display of Quantitative Information. This classic

FIG. 24. Sort by local citation source (LSC) for papers on inform*
Visuali*.

FIG. 25. Full source entry for Robertson et al. gives hint of earlier work.

FIG. 26. Sort by global citation source (GCS) of inform* visual*.
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has been cited hundreds of times. So has his 1990 book
Envisioning Information. Note also that the 1983 book has
been cited as E. Tufte, so this variation should be edited to
show its true rank as the most-cited outer reference.

A 1992 paper by Ben Shneidermann also appears in
Figure 27. Although it has only been cited eight times, most
of those occur within the network. The title, “Tree Visual-
izations with Tree Maps,” illustrates all too well the diffi-
culty in retrieving all relevant work easily by natural lan-
guage and explains why it was not found in the original
search by title.

Thus, in a 15-minute exercise, including the time to do the
WoS search, it was possible to identify the key works on this
topic. When we extended this search to a larger file of over 800
papers on information visualization, it is significant that the
most-cited works were essentially the same.

Of course, a citation-conscious searcher might build up
the bibliography on this topic by beginning with one or
more known key papers or authors such as Robertson or
Tufte. By examining successive historiographic tables, we
believe all roads would essentially lead to the identification
of the key works in the field.

An interesting by-product of this search is worth men-
tioning. When the key source paper by Robertson et al. was
originally processed by ISI, the first page was listed as page

56. Figure 28 shows that the “missing links” feature of our
software questioned the pagination for this paper. Did
Schleich (#118) in 1994 incorrectly cite page 57? Did Kent
#169, Stanney #174, and Gershon #182 repeat the error? By
going back into the WoS it was determined that there were
only about 20 cited references to page 56 but about 60 to
page 57. Upon examining the original journal it was seen
that page 56 was a blank page. The article really began on
page 57. ISI has recently corrected this error—originally
made back in 1993.

In conclusion, we have demonstrated how HistCite has
aided the task of preparing historiographic accounts of
topics, especially for the last half of the 20th century. But
the process has equal validity in dealing with even more
contemporary files and can give the user a snapshot of the
key literature of any current topic. Whether by general
keyword or by cited reference search, the method identifies
the key works and permits their presentation in a traditional
chronologic chart or as a more easily understood visual,
genealogic chart. The process aids in identifying and cor-
recting the many errors and variations that invariably occur
in the literature.
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