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Information Theory and All That Jazz:
A Lost Reference List Leads to a Pragmatic

Assignment for Students
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In 1948 Claude Shannon
announced his mathematical theory

of communication, 1 which has since

found wide applications in fields as

diverse as electronic engineering

and the life sciences. Shannon’s

mathematical model of communica-

tions systems has been widely

adopted both by information the-

orists, who are concerned with the

fundamental limitations in the

transmission of information, and by

communications theorists, who

mainly are concerned with the op-

eration of communications devices.

When 1 first entered the field of

documentation—now called ‘‘ infor-

mation science” —in 1951, it was

quite fashionable to discuss
Shannon’s theory.z In the course of
the next decade much was said
about information theory—but little
of practical use was accomplished in

the area of information retrieval.
Back in those days, information

people were preoccupied with
punched cards. The bible of early

documentalists was Casey and
Perry’s book, Punched Cards: Their
Application to Science and in-
dustry. 3 It now amazes me to look
back and realize that the punched
card has already become obsolete as
far as the information science lit-

erature is concerned. You certainly
would never realize from reading

professional information science

journals that the punched card is
still very much alive in the US and
elsewhere.

I was raised and nurtured on the

punched card. But by the mid-SOs I
was already using direct keyboard-

tape input in Univac I—the first
commercial electronic digital com-
puter to use magnetic tape. I came

to know the Univac well, not only
through my acquaintance with John
Mauchly but also because 1 used the
machine for my doctoral disserta-
tion.4

In 1959 I presented a paper on the

role of information theory in the de-
sign of punched-card systems to a
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meeting of the American Documen-

tation Institute. The main purpose
of the paper was to show how little
relevance information theory had to

information retrieval. Information

science and information theory are
quite distinct fields.

After my presentation, Herman

Skolnik, who later became the first
editor of the Journal of Chemical
Documentation (now called the
Journal of Chemical Information
and Computer Science), asked me

for a copy of my talk. The only copy

I had was the one I’d just finished
reading. Since 1 was so flattered by
his request I gave it to him im-
mediately. Unfortunately, the nu-
merous references I cited were not

attached or indicated in the text.
Little did 1 realize that two years
later the paper would be published

verbatim—and without the missing
references. Thus the foremost pro-
ponent of citation indexing became
the author of a review paper without
a single cited reference. To make
matters worse, I lost the list of

documents cited. So 1 never sub-
mitted a suitable correction.

The original list of references is

still missing. However, 1 recently

reconstructed it. The appropriate
references are included here in the
reprint of the original paper.

The loss of the references was a
fortuitous blessing. As an adjunct
lecturer at the University of Penn-

sylvania, I have used the paper as

the basis of an interesting teaching
exercise in documentation, In order

to illustrate the variable nature of
citation behavior, I have asked my

students to read the paper carefully.
Each student then inserts par-
entheses wherever he or she feels
that a reference is needed. I have
now performed this exercise for
more than ten years. Each time the
result has been the same. Although

the number of references students
inserted varied from about fifteen to

seventy-five, they consistently aver-
aged about forty-five. That is just
about the number my original
manuscript contained. in fact, the
reconstructed reference list con-
tains 41 items.

I’m convinced that many more ins-
tructors should use assign-
ments of this type to train students

in literature searching and citation

consciousness. Developing a basic
feel for when a reference is appro-
priate as well as skill in tracking
down an elusive citation will serve
them well during their professional
careers.

Although part of the article which

follows may now seem obsolete, it

should be clear to most readers that

the punched card remains a ubi-
quitous fact of life. Anyone who has
ever received a government check,
a phone bill, or any one of numerous
computer-prepared notices should
not dispute this.

But apart from the continued
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relevance of punched-card technol-

ogy in our lives, 1 cannot resist the
opportunity to debunk, indirectly,

the unnecessary mathematical gib-
berish which appears not only in
journals of information science but

also in the literature of other dis-
ciplines. A few years ago my old
professor of chemistry, Joel

Hildebrand, complained about this
very problem in chemical physics.5

In closing, I would remind Cm
readers that ISI” ‘s director of re-
search, A.E. Cawkell, has pub-
lished some highly readable articles

on information theory from the
viewpoint of the information
engineer.6-8
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