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ABSTRACT

A computer-based system for automatically classifying scientific articles is dewribed.
The unique feature of this system is that its structure is completely determined by cita-
tion patterns in the Science Citati”on Index. These citation patterns give rise to clusters
or clumps of cited papers which correspond, in turn, to clusters of citing papers.
Classification headings for each cluster are determined by examination of high fre-
quency word pairs drawn from the titles of the citing papers. Cksiilcation of a new
article is performed automatically by determining what clusters it cites and assigning
appropriate (weighted) subject headings to it. The system will permit updating of [he
classification scheme on an annual basis. and the incomcsration of new headiruts and
deletion of old ones.

This paper describes an automatic claasifica.
tion system being developed at lS1@, with the
unique feature that its structure is completely
determined by citation patterns derived from
the .%irnce Citotion lrsdez@ data base. I will
also summarize some of the current research at
1S1, 1S1’s research and development objectives
include the development of new information
products and services, and development of im-
proved processing operations, methods, and
systems. But we also conduct basic research in
the area of information science; the last activity
supports the first two. We believe that the more
we learn about the characteristics of the scienti-
fic literature, and its relationship to sciene and
research communication, the better we will be
able to develop and provide services to the user.
The automatic classification system discussed in
this paper is an outgrowth of a basic research
project now being conducted st 1S1 using the
Sci.mce Citation Index data base.

This data base now consists of 13 years of
back files containing nearly 3.4 million source
articles and nearly 40 million citations. Thus,
we have an unusual opportunity for conducting
a brosd program of research activities, using
the file to study the characteristics of the litera-
ture and to condu~ citation behavior studies in
the history and sociology of science. These
studies are very productive both for 1S1 and the
scientific community,

Before describing some of the research and
results a brief description of citation indexing

would be useful, because it is necessary to un-
derstand this data base in order to understand
the research work we are doing. Since the litera-
ture already contains excellent detailed desmip-
tions of citation indexing,l-3 I will not discourse
in detail on the SC1O, but only describe tbe
concept and the data one has available in the
printed Index and on computer tape.

In brief, a citation index is a cumulation of
journal article references arranged so that one
can determine what later or more current artic-
les have cited any earlier article or book. The
Science Citation Index arrangement is alpha-
betical by the cited author of each cited item.
Under each cited item is listed all the later artic-
les which have cited it during a specified time
period, e.g., three months, one year, or five
years. 1S1now processes about 2400 journals for
tbe SCI, and all references in all of the articles
in these journals are keyed into the data base,
and evenmslly appear in the printed SCf cumu-
Iations. At the same time, a number of other
data elements are keyed from the source artic.
Ies. These include: all authors of a given article,
author addresses, full title of the article, and
journal, volume, page, and year. The number of
references keyed in 1973 was roughly 5 million
coming from approximately 400,W source
items. It is virtually the only data base, avail-
able, which includes the bibliographic, that is
cited, references.

It was long ago pointed (1955) that these cited
references are a unique and important group of
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indexing terms.4 Salton,5 in particular, has
confirmed the value of citation indexing for
retrieval of information. Thus, bibliographic ci-
tations are important indicators of document
content. Human indexers do not ordinarily
think of citations as descriptors of the citing
document, but they are, in fact alternate repre-
sentations of the dncuments they identifY.4!6
Were this not true, the automatic classification
system described below would not be possible.

I will digress briefly from the main topic to
describe a project which illustrates how we bene-
fit from research with our data. This project is
called the Journal Citation Index. To create this
compilation, every citation from the source
items processed during the last quarter of 1969
was extracted from the total year’s file. Through
a series of sorts, a new type of citation file was
created which, instead of obtaining citations to
articles, obtained citations to the Journals in
which the cited articles were published. Further
programming then produced listings providing
data showing for each cited journsf which jour-
nals had been cited. Counts were made to show
the frequency with which each journal was cited,
and the year of the cited articles. The prmess of
analysis continued until we were able to produce
statistical indicators which would permit rank-
ing of the journals based on factors other than
just the frequency of citations. A description of
this project can be obtained from my 1972
Science articles.7 Indeed, this project illustrates
well the classificatory power of citation analysis.
What other means do we have available today
for categorizing journal collections?

The purpose of the JCI project was to test the
hypothesis that citation frequency is a measure
of impact of a journal. We believed that such
data could help us and others in developing a
core list of scientific journals as well as aid in
journal evaluation and selection procedures. In
1973, the listings were published hy 1S1 as a
service for libraries under the title IS1’s Journal
Citation Reports@. More recent data are now
available covering the year 1972, and we plan to
produce an updated JCR@ on a regular basis.

More relevant to the subject of this paper is
the second research project which 1 will de-
scribe: work being done by Dr. HenrySmall of
1S1’s R&D staff, “Mapping of Scientific Speci-
alties.” The work is being supported by a grant
from the National Science Foundation. Al-
though primarily a project concerned with his-
torical and sociological aspects of science, it has
great relevance to information science, and to
our automatic classification system. The objec-
tive of this research project was to test the hy-

pothesis that citations to scientific articles could
be used in identifying scientific specialties, in
effect that citation data could be used for classi-
ficatory purposes. Thus, an understanding of
the classification system described below requires
initially an understanding of the research from
which it stems.

h is appropriate also at this point to define
automatic classification because clustering is an
essential part of classification and of the special-
ty mapping research. fVebster’s New Coffegkte
Dictionary defines classification as ‘<systematic
arrangement in groups or categories according
to established criteria. ” An automatic classifica-
tion system can thus be defiied as a method for
systematically arranging documents in groups
or categories by a process that requires no hu-
man intervention, save the keying of the text. In
this context, text may be full text titles, ab.
stracts, or citations in a bibliography y. A system
for automatic classification is, therefore, one
which satisfies the requirement of clustering or
bringing like things together or as a process
which groups objects resembfirrg one another in
terms of their properties.

The specialty mapping project uses a com-
puter based technique to identify clusters of
highly cited and co-cited scientific articles. Co-
gitation is defined as the number of times two
publications are cited together in the literature.
The clusters formed are found to correspond to
scientific specialties. The technique employed
begins with identification of highly cited papers
in an annual file of the SC1. To initiate the
experiment, the 1973 file was used, and all
papers cited at least fifteen times were extrac-
ted. This reduced the totsf file of approximately
4,01X),0W citations to a more manageable one
containing 430,000 citations. Out of more than
2,0@l@O0 unique cited items in 1973, only
16,000 items were selected. For each cited paper
we extracted the list of citing papers and this
new tile was then resorted so that we could
identify pairs of papers cited together, Le., co-
cited. The number of identical pairs of cited
papers were then counted to establish the co-
gitation strength of each pair of papers and a
total of 710,000 distinct co-cited pairs were gen-
erated through this method.

The next step was to apply a clustering al-
gorithm in order to group together the most
highly co-cited documents. The clustering al-
gorithm used is a single-link prncedure. Briefly,
to describe this procedure, a minimum linkage
level is specified and the computer begins by
selecting an initial document and retrieving all
of its linkages to nther documents which equal
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First Citation
Frequency

1. 19 Amoss M.
Matsuo H.
Monahan M.

2. 28 Baba Y.
Geiger R.
Matsuo H.
Matsuo H.
SchaHy A V.

3. 18 BCCKFYISR.

Matsuo H.
Monahass M.

4. 24 Geiger R.
Baba Y.
Matsuo H.
Matsuo H,
Monahan M.

5. 59 Matsuo H.
Amoss M.
Baba Y.
Burgus R.
Geiger R.
Matsuo H,
Monahan M.

Bibliograsshieal Data

Blochem. Biophys, Res.
Biochem. Biophys. Res.
Comptes Rendus, em.

Biochem. Biophys. Res.
Biochem. Biophys. Res.
Biochem. Biophys. Res.
Biochem. Biophys. Res.
Biochem, Biophys. Res.

Comptes Rendus, etc.

Biochem. Biophys. Res.
Comptes Rendus, etc.

Biochem. Biophys. Res.

Biochem. Biophys. Res.
Biochem. Biophys. Res.
Biochem. Biophys. Res.
Comptes Rendus, etc.

Biochem. Biophys. Res.

Biochem. Biophys. Res.
Biochem. Biophys. Res.
Comptes Rendus, etc.
Biochem, Biophys. Res.
Biochem. Biophys. Res.
Comrrtes Rendus, etc.

Niswender G D, P. Sic. Exp. BioL Med.
Ramirez V D. Endocrinology
SchaHy A V. Biochem. Biophys. Res.
Schally A V. Science

6. 23 Matsuo H. Biochem. Biophys. Res.
Baba Y. Biochem. Biophys. Res.
Geiger R. Blochem. Biophys. Res.
Matsuo H. Biochem. Biophys. Res.
Monahan M. Comptes Rendus, etc.

i’. 26 Monahan M. Comptes Rendus, etc.

Amoss M, Biochem. Biophys. Res.
Burgus R, Comptes Rendus, etc.
Geiger R. Biochem. Biophys, Res.
Matsuo H, Biochem. Biophys, Res.
Matsuo H. Biochem. Biophys. Res.

8. 71 Niswender G D. P. Sot, Exp. Biol. Med.

Matsuo H. Biochem. Biophys. Res.
Ramirez V D, Endocrinology
.schally A V. Biochem. Biophys. Res.

9. 23 Ramirez V D. Endocrinology

Matsuo H. Biochem. Biophys. Res.
Niswender G D. P. Sot. Exp, Biol. Med.

10. 42 Schally A V. Biochem. Biophys, Res.

Baba Y. Biochem. Biophys. Res.
Matsuo H. Biochem. Biophys. Res.
Niswender G D. P. Sot. Exp. Biol. Med.
Schally A V. Science

11. 44 Schally A V, Science

Matsuo H. Biochem. Biophys. Res.
Schallv A V. Biochem. Bio~hvs, Res.

44 205 71

43 1334 71
273 508 71

44 459 71

45 767 71
43 1334 71
45 822 71
43 393 71

273 1611 71

43 1334 71
273 508 71

45 767 71

44 459 71
43 1334 71
45 822 71

273 508 71

43 1334 71

44 205 71
44 459 71

273 1611 71
45 767 71
45 822 71

273 508 71
128 807 68

73 193 63
43 393 71

173 1036 71

45 822 71

44 459 71
45 767 71
43 1334 71

273 508 71
273 508 71

44 205 71
273 1611 71

45 767 71
43 1334 71
45 822 71

128 807 68

43 1334 71
73 193 63
43 393 71

73 193 63

43 1334 71
128 807 68

43 393 71

44 459 71
43 1334 71

128 807 68
173 1036 71

173 1036 71

43 1334 71
43 393 71

Frees.

59
26

24
59
23
42

59
26

28
59
23
26

19

18
24
23
26
71
23
42
44

28
24
59
26

19
18
24
59
23

59
23
42

59
71

28
59
71
44

59
42

Strength

15
13

43
22
14
15

15
13

13
20
15
13

15

15
20
20
18
18
13
26
20

14
15
20
13

13
13
13
18
13

18
15
16

13
15

15
26
16
15

20
15

Figure 1. Cluster’ 33. Firat citations are i&m’-numbered on the left. Bibliographical data con-
sists of journal title abbreviation, volume, beginning page. susd Year.



1. Amoaa M. Purification, amino-acid composition and N-terminus of hypothalamic Iuteinizing

2.

3.

4.

5.

6.

7.

8.

9.

10.

11.

hormone releasing factor (LRF) of ovine- origin. Biochem. %pkys. R& 44205, 1971. -
Baba Y. Structure of porcine LH.releasing and FSH-releasing hormone. II. Confirmation of

proposed structure by conventional sequential-malysis. Biochem. Biophys. ReJ. 44:4S9, 1971.
Burgus R. Molecular structure of hypothalamic factor of ovine origin controlling secretion of

hypophyserd gonadotropin luteinizinghormone (LH). Comptes Rendus, etc. 2731611, 1971.
Geiger R. Synthesis and characterization of a decapeptide having LH-RH/FSH-RH activity,
Biochem. Biophys. Res. 45:767, 1971.

Matsuo H. Structure of porcine LH-releasine md FH-releasinct hormone. 1. Proposed amino-
acid sequence. Biochem-. Bwphys. Res. 43:~334, 1971. -

Saba ’71 Gi~r ’71

han

Schatly
’71

N,sw

tiamircz
’63

‘71

Matsuo H. Synthesis of porcine LH.releasing and FSH-releaaing hormone by did-phase
method. Biochem. Biophys. Res. 4S:822, 1971.

Monahan M. Total synthesis by solid-phase of decapeptide stimulating secretion of hypopbyseal
gonadotropin LH and FSH. Comptes Rerrdus, etc. 273:508, 1971.

Niswender G D. Radioimmunoassay for rat hrteinizing hormone with antiovine LH serum and
ovine LH- 1311. P. Sot. Exp. Biol. Med. 128:807, 1968.

Ramirez V D. A highly sensitive test for LH-releasing activity -ovarietomized, estrogen pro-
gesterone-blocked rat. Endocrinology 73:193, 1963.

Schally A V. Isolation and properties of FSH and LH-releasing hormone. Biochem. Biophys.
Res. 43:393, 1971.

!%hally AV Gonadotropin-releasing hormone-one polypeptide regulates, secretion of Iuteinizing
and iollicle-stimulatirig hormone;. Science 173:1036, - 1@ 1. -

Figrsrcs 2 and 3. FSH- and LH-releasing hormones.

or exceed the minimum threshold. A cluster is
complete when all documents have been identi-
fied which are linked together in a connected
graph by iinkages which satisfy the threshold
criterion. At this point, the computer proceeds
to the next uncluttered document and generates
another cluster. Clustering may be carried out
at as many as fnur levels and the resulting
clusters may be merged together to reveal tbe
hierarchical or nested structure of the file.

Figures 1 through 3 show an example of a

cluster obtained by this method. Figure 1 is a
cluster as it emerges from the computer as a list
of highly co-cited documents; Figure 2 is a
cluster represented as a network with each docu-
ment indicated by a circle and each line a co-
gitation linkage. Figure 3 is a list of the titles of
the documents in the cluster which shows that
the subject matter is quite narrowly focused on
hormone releasing hormones.

At any single level, we may determine the
linkages amnng clusters by counting the num-
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her of co-citations between documents in dif-
ferent clusters. This is called cluster co-citation.
If, for example, we conduct a clustering run at
level 1I, the linkages among clusters are deter-
mined by co-citation links from one to ten.
Using this information, we are able to draw as a
graph, the network of most active specialties in
science. By drawing such a map for each year,
over a period of years, we can study how the
links between specialties have changed, and
where new specialties have emerged or old ones
declined.

Figure 4 is a map of biomedical clusters
derived from the 1972 SC1 file. Only clusters
containing three or more documents have beerr
included and only if they have been linked with
another cluster on the diagram by a cluster
co-citation threshhold of 1(MI.The map shows
four major areas of biomedicine. In the upper
left hand corner are chromosomes and RNA
viruses, and in the upper right is work on im-
munology. Attached to immunology in the lower
right is research related to biological mem.
branes. To the left of this, in the lower left hand
corner is work related to cyclic AMP. The pat-
tern of specialties and linkages changes from
year to year, and we can observe the evolution
of this network over time.

The purpose of the mapping of the science
project is to increase our understanding of the
processes of growth and change in science, and
to apply this understanding in the area of sci-
ence policy. The important tinding of our map-
ping work is that the basic unit of science ap-
pears to be tbe scientific specialty, not the dis-
cipline or the isolated researcher. Further, we
have found that growth and change in special-
ties can be extremely rapid. These findings have
important im placations for information retrieval.
First, they indicate that we must gear informa-
tion services and classification schemes to the

specialty scale. because this wale is prObably
most relevant to the working scientist, and is the
one at which he generates and utilizes infor-
mation.

Second, a classification scheme, if it is to be
effective, must be capable of changing very
rapidly. Probably an annual update is needed to
respond to new developments and growth in
some new specialties, but this will vary for dif-
ferent specialties. Some have a lifetime of as
little as one year–others ten years or more. The
precise life expectancy of a specialty is a ques-
tion of considerable interest,. and one we should

be able to answer using the lSI data base,

The application of our clustering work to
classification is, therefore a highly natural one.

Only one important modification is necessary to
adapt an essentially science policy oriented sys-
tem, where the criterion is tbe level of activity,
to an information science oriented system where
the criterion is to generate as many classification
categories and classify as many articles as pos-
sible. The change consists in adopting a nor-
malized linkage measure, rather than an absol-
ute measure. Earlier, I described the procedure
for determining the frequency of co-citation be-
tween two highly cited documents. It is a simple
step to convert this absolute frequency into a
percentage overlap. in clustering terminology,
this is known as a Jaccard.Sneath matching
coefficient. For example, if paper A is cited fif-
teen times and paper B is cited twenty times,
and together they are co-cited five times, the
matching coefficient or percentage overlap is
.16% [5/(15+ 20-5)]. This technique is illus-
trated in Figure 5 where we have calculated the
Jaccard-Sneath coefficient for documents by
Armstrong and Edmnnds.

The results of our analysis of the 1973 SC1@
illustrates the normalized clustering method. An
initial citation frequency threshold of fifteen was
selected, and a file consisting of 15,923 cited
documents obtained. Co-citations among these
documents were determined and the Jaccard-
Srreath coefficients were calculated for each pair
of cited documents. Clusters were fnrmed at
level .16 (16%), and a total of 16,001 clusters
were formed, the largest cluster consisting of
117 cited documents,

These clusters were then used to retrieve 1973
source items processed by 1S1 for the SC1 in
1973. About 25 per cent of the source items were
retrieved. A bigher fraction of the source items
would be classifiable using s lower initial cita-
tion frequency threshold.

Automatic indexing and classification is a
goal which may never be completely attained,
and creation of a system for classifying new
documents may require some intervention of
human judgement. The system described here is
nnt entirely automatic because it requires hu-
man judgement to assign “headings” or labels
to the groupings. This judgement is made on
the basis of scanning titles with the aid of work
pair frequency counts. This is, however, the
only point at which human intervention is ne-
cessary.

Figure 6 shows a portion of the citing titles
nbtained for the cluster on hormone releasing
hormones, and Figure 7 is a list of word pairs
derived from these titles. The naming of the
cluster can be readily done using both the titles
and word pairs. The goal of an automatic classi.

361



Note: Solid connecting lines indicate cogitations EDP?IONOS M
71● Ml AChO~ US M 13J6

that had appeared when this artic Ie was originally :~~~1~,~ MO, G GENFT
4C1 [UWC*

prepared. Broken lines indicate additional cm AV&O”AMl NC B,K B,OP e

WJ:: AK 1%;:;:40 n

citations that appeared later in the year.
OiCARi Vl A FCB5 LCFIEE
@t NVENIS RC J VIROLOGY
B“*o,, nl <

/

81 RW-BOIM “MC
OLOOCL c
LIRIMKER JM
OROWULEC GG
COOPER “,

P wAS US

B1OC BIOP *
NAIURE BIOL
1RAN5 PLAN R
810C 810V A
810s elOP m
No”” PRE 5s[
VI ROLOG”
BIOC” EM
MOL 0(21 R
BiOCHEV
FIBS LE, rEn
EUR J OlOCH
VIROL O@
ARC” B1OC”
810C BklP A

SUE IKE
81OC 810P .
RECNE RCHC
WJc Woe R

IMT REV CV1
MATURE 8101
J MOL 8!0:
810cnf M J
P wAS US

J MOL BIOL
CM ROMOSOWA
BILXW1 M
) VIROLCG”
SiOC”lMIE
CUR , B!OC14
08cb’mf M
J 810L C“EM
J GEM v8ROL
J 8(OL CM[M
S[oc”tw
P MAS US
BlOCHIMIE
NATURC BICL
P MAS “S
J 810L CHEM
NAIURC. S,C!L

J vlmOLffiv
MATURE .sIOL
,CT E NOOCR
P NAS US

MOL 8!01 R
nlOcHEM
MATURE 81OL
FC8S LCTTCR
J VIR.XOG”
P Sor EXP M
ARCH B1OCM
ACT EMmR
OlOC 810P R

SCIENCE

BICIC”6M ‘kliCANJ mom
[XP CELL et
CANCER RESWAIURCe.,!x
J WOL E:&
CUR , WOW
P NA5 US
J MOL 8101

81CK 81OP R
J B1OL CHE M

Bloc”[u
MA IURt 8101
“M MED CAN
D*M >Ssn
fcBs lC1l C*
B1OC BIOP b
, vIROLSCY
.lili R 6[OC14
8,0C” *“ARM
, 8,0, C“iki

Bloc B,o, *
M.l”ec 8,0L

N

M

R

N

1

L

R

R

Figure 5. C&citation of articles by J.A. Armstrong (Science 176:526, 1972) and
M. Edmonds (Proc. lf~t. Acd. Sci. USA 68:1336, 1971).

362



Frequency Bibliographical Data

3 Abe K, Nagata N, Saito S, Tanaka K, Kaneko T, Shimizu N, & Yanaihar, N.
Effects of synthetic Iuteinizing hormone-releasing hormone on plasma levels
of Iuteinizing-hormone and follicle-stimulating hormone in man.
Endocrinol. ./ap. 19:77, 1972.

2 Akande EO, Carr PJ, Dutton A, Bonnar J, Corker CS, Mackinnon PC, &
Robinson D. Effect of synthetic gonadotropin-releasing hormone in second-
ary amenorrhea. Lancet 2:112, 1972.

3 Akande EO, Carr PJ, Dutton A, Bonnar J, Corker CS, Mackinnon PC, &
Robinson D. Effect of synthetic gonadotropin-releasing hormone in second-
ary amenorrhea. Luncet 11:112, 1972.

6 Amoss M, Blackwell R, & Guillemin R. Stimulation of ovulation in rabbit
triggered by synthetic LRF. J C/in. Endocrin. 34:434, 1972.

4 Amoss M, Rivier J, & Guillemin R. Release of gonadotropins by oral ad-
ministration of synthetic LRF or a tripeptide fragment of LRF. J C/in.

Endocrin. 35:175, 1972.

5 Arimura A, Matsuo H, Baba Y, Debeljuk L, Sandow J, & Schally AV. Stimu-
lation of release of LH by synthetic LH-RH in vivo. 1. Comparative study
of natural and synthetic hormones. Endocrinology 90:163, 1972.

7 Arimura A, Debeljuk L, & Schally AV. Stimulation of FSH release in vivo by
prolonged infusion of synthetic LH-RH. Endocrinology 91:529, 1972.

3 Arimura A, Debeljuk L, Matsuo H, & Schally AV. Release of luteinizing-
horrnone by synthetic LH-releasing hormone in ewe and ram. P. Sot. Ezp.

Biof. Med. 139851, 1972.
3 Besser GM, McNeilly AS, Anderson DC, Marshall JC, Harsoulis P, Hall R,

Orrmston BJ, Alexander L, & Collins WP. Hormonal responses to synthetic
hsteinizing-borrnone and follicle stimulating hormone-releasing hormone in
man. Brit. Med. J. 3:267, 1972,

Q Beyerman HC, Maat L, & Vanzon A. Synthesis of decapeptide sequence pro-
posed for LH-releasing and FSH-releasing hormone. Recueil. Trav.
Chim. 91:1239, 1972.

2 Bishop W, Fawcett CP, Krulich L, & McCann SM. Acute and chronic effects
of hypothalamic lesions on release of FSH, LH and prolactin in intact
and castrated rats. Endocrinology 91:643, 1972.

2 Bogdanove EM. Current knowledge of gonadotropin releasing factor(s). Med.
COU.Va. Quart. 8:5, 1972.

10 Borgeat P, Chavancy G, Dupont A, Labrie F, Arimura A, & Schally AV.
Stimulation of adenosine 3’-5’-cyclic monophosphate accumulation in
anterior-pituitary gland in vitro by synthetic hsteinizing hormone-releasing
hormone. Proc. Nat. Aced. Sci. U.S.A. 692677, 1972.

2 Borvendeg J, Hermann W, & Bajusz S. Ovulation induced by synthetic
Iuteinizing-horrnone releasing factor in androgen-sterilized female rats. J
Endocrin. 55:207, 1972.

6 Breton B, Weil C, Jalabert B, & Billard R. Reciprocal activity of hypo-
thalamic factors of rams (ovis-anes) and teleostean tisb on secretion in vitro
of gonadotropin hormones C-HG and LH respectively by hypophysis of
carps and rams. Comptes Rendus Aced. Sci. D. 274:2530, 1972.

Figure 6. Source titles associated with cluster 60.This is only a partial list.
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Releasing
Synthetic
Syn the tic
LH
Synthesis
LH-Releasing
Luteinizing-Hormone
Synthetic
H’ormone
Hormone-Releasing
LH
Luteinizing
Luteinizing-Hormone
Luteinizing
Releasing
Synthetic

Aromatic
Electron-spin
Electron-spin
Electron-spin
Formation
1ons
Ketyl
Pulse
Radiolysis
Resonance
Resonance
Studies
Pulse
Radlolysis
Pulw

Amphetamine-induced
Amphetamine-induced
Apomorphine
Apomorphine
Behavioral
Behavioral
Central
Central
Central
Central
Central
Central
Dopamine
Dopamine
Effect
Effect
Effect
Effects
Evidence
Evidence
Induced
Locomotor
Model
Mondamine
Rat
Amphetamine
Cent ral
Effect

.firactor
Hormone-releasing
Luteinizing-Hormone
Hormone
Hormone
Hormone
Hormone
Releasing
LH-RH
Hormone
FSH
Hormone-Releasing
Releasing
Hormone
Hormone
Hormone

Compounds
Reactions
Resonance
S tu dies
Decay
Aqueous-solutions
Radicals
Ions
Ions
Reactions
Studies
Reactions
Aqueous-solutions
Aqueous-solutions
Radiolysis

Behavior
Stereotyped
L-Dopa
Rats
Lesions
Rat
Action
Dopamine
IXp~yinergic

Mondamine
Rats
Receptor
Receptors
Activity
Apomorphine
Locomotor
Central
Dopamine
Receptors
Rat
Activity
Tardive
Neurons
Lesions
Fat
Neurons
Rats
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60
60
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:8
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:;
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:1
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62

:;
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:;
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62
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62
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62
62
62
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:
0
1
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364



r“, , . . ,.

fication system is to classify new source docu-
ments and, therefore, the test of this system is
whenever the ciustem obtained from the 1973
file are capable of classifying articles publisbed
in 1974. Our research is still proceeding, and in
the following,I wifl outline the procedure wbicb
is being developed.

The complete list of cluster names and identi-
fying numbers is maintained on one dim file.
A second disc contains the cluster number and
all tbe cited references contained in that cluster.
As a new document is being entered into the 1S1
data base, it is possible to match the cited refer-
ences in the document against the tile contain-
ing clustered documents and associated cluster
numbers. If a new source dacument contains
one or more references which match tbe cluster
file, one or more classification headings can be
assigned to the source document.

Suppose, for example, that a particular
source document contains five references, three
of which cite documents in one cluster, and two
wbicb cite dacuments in another cluster. The
source item would then be assigned two classi-
fication headings, one with a weight of three
and the other with a weight of two. A test of tbe
effectiveness of this method must involve a com -
parison of the results of this automatic classifi-
cation procedure with manual indexing proced-
ure performed on a sample of source documents.
The system must also be tested in user studies,
since a great deal will depend on bow well we
have identified and named the subject of each of
tbe clusters. As with any system, we cannot
hope to please every user, but rather to develop
a system which will satisfy the needs of a maxi-
mum number of users for the minimum cost.

1.
2.

3.

4.

5.

6.

7.

8.
9.

1ne arrvantage 01 the automauc pracetture de-
scribed in this paper is that aU manipulations,
save the naming of the clusters, are totally
automatic and require no human judgement.

Since the theme of this conference is the
ordering of global information networks, it is

aPPrOPr@e that we discuss the connections be.
tween our citation clustering experiment and the
need for a global classification scheme. The
application of citation data in the creation of a
classification scheme has tbe advantage of being
closely geared to tbe international activity of the
scientific community which have established
these citation patterns through their publica-
tions. Since scientific specialties do not have
national boundaries, we believe the citation ap-
proach is a fair procedure for identifying subject
areas which are of interest to many different
countries. Secondly, bibliographic citations
themselves are an international language. Clus-
ters of citations may, therefore, be named in
any language, but the content remains defined
by the cited documents. Hence, it is possible to
envision a truly international classification
scheme based on the Science Citation Index with
subject experts in every country naming clusters
according to that country’s scientific usage.
This may not really be necessary if English be-
comes the international language of science, but
even if this does not occur, citation indexing still
remains an indexing language which is essen-
tially free of semantic or linguistic problems.
Our main problem is in dealing with the variety
of alphabets and symbol systems in Japanese,
Chinese, Russian, etc. Such a system would go a
long way towards improving worldwide ex-
change of information to the benefit of all coun-
tries involved.
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