
Chapter Ten 

Perspective on Citation 
Analysis of Scientists 

The use of citation analysis to produce measures, or indicators, of scientific per- 
formance has generated a considerable amount of discussion (l-lo). Not surpris- 
ingly, the discussion grows particularly intense when the subject is the use of these 
measures to evaluate people, either as individuals or in small formal groups, such as 
departmental faculties in academic institutions. Published descriptions of how cita- 
tion analysis is being used to define the history of scientific development, or to 
measure the activity and interaction of scientific specialties, generate relatively little 
comment from the scientific community at large. And what is generated tends to be 
calm and reasoned. In contrast, any mention of using citation analysis to measure 
the performance of specific individuals or groups produces an automatic, and often 
heatedly emotional, response from the same people who otherwise remain silent. A 
case in point is a 1975 review in Science (11) of the way citation analysis is being 
used, on an exploratory basis, by science administrators. The article included a 
discussion of the use of citation measures to define and monitor changes in the 
specialty structure of science. This application could have a major impact on the 
development of science policies. But the spate of letters to the editor that com- 
mented on the article dealt only with the use of citation data to help measure in- 
dividuals and academic departments in cases of tenure, promotion, and grant 
awards. 

It is not surprising that the published comments these applications elicit from the 
general-science community are almost always critical. After all, scientists are no less 
sensitive to performance measures than other people. And when you consider that 
some 25% of the scientific papers published are never cited even once (12) and that 
the average annual citation count for papers that are cited is only 1.7 (13) it is not 
hard to understand why citation counts might seem a particularly threatening 
measure to some. Another reason for the defensive attitude might be the relative 
newness of citation data as a measure of performance. It will be interesting to com- 
pare the reactions of humanities scholars to the one of scientists when the Arts & 
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Humanities Citation Index (14) becomes better known. Being cited is already con- 
sidered an important mark of scholarship in the humanities, so there is reason to 
believe that scholars in that area will find formal citation measurements more accep- 
table. 

Interestingly enough, the comments from the science historians and sociologists, 
who specialize in the difficult task of figuring out how science works and how it can 
be measured usefully, show much more balance. Their general attitude about cita- 
tion measures consists of approximately equal parts of healthy skepticism (they 
know how difficult it is to quantify the quality of scientific performance) and the 
scientific objectivity needed to accept the positive findings of properly conducted 
studies. In fact, the criticism coming from some quarters of the scientific community 
is in the face of a long list of studies (15-21) that show citation counts correlate very 
highly with peer judgments, which are widely accepted as a valid way of ranking 
scientific performance. 

The large body of evidence supporting the use of citation measures to help 
evaluate scientists, individually and in groups, is no reason, however, to ignore the 
criticism of the practice. Discussion and controversy have the capacity for increasing 
our understanding of a subject, and there is much need to do just that where citation 
measures are concerned. Though the primary criticisms have been answered in detail 
many times, the answers are scattered through the literature of hundreds of papers, 
study reports, and letters to editors. Pulling all the salient points together in a single 
document, as I intend to do here, may well serve the ultimate goal of increasing and 
broadening the understanding of a method of measurement that is potentially very 
important to the way science is practiced. 

Another important reason for continuing and intensifying the discussion is that 
none of the criticisms are unfounded. Most of them are based on facets of citation 
analysis that pose either theoretical or real problems in using the technique to 
evaluate people. Citation data is subtle stuff. Those using it to evaluate research per- 
formance at any level, but particularly at the level of individuals, must understand 
both its subtleties and its limitations. The position of those who advocate the use of 
citation data to evaluate people is not that it is simple and foolproof, but that the 
problems associated with it can be solved satisfactorily with a reasonable amount of 
methodological and interpretive effort. In other words, none of the grounds for 
criticism are insurmountable obstacles in the way of using citation data to develop 
fair, objective, and useful measures of individual or group performance, which is 
something I now will attempt to demonstrate. 

CAN CITATION COUNTS BE ACCURATE? 

The opposition to the use of citation counts to evaluate people is based on two sets 
of perceived weaknesses: one has to do with the mechanics of compiling the data; 
the other, with the intrinsic characteristics of the data. The mechanical weaknesses 
stem from characteristics of the Science Citation Index (XI) and the Social Sciences 
Citation Index (SSCZ), the most frequently used sources of citation data, that can af- 
fect the accuracy of the citation rate compiled for an individual. 
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One such characteristic is that the Citation Index of SCZ and SSCZ lists cited items 
only by the first author. If you search the Citation Index for the cited work of a 
given scientist, you will find only those publications in which the scientist was listed 
as first author. Thus, .the citation data compiled for that scientist will not reflect 
work on which he or she was a secondary author. Obviously, this characteristic can 
affect the accuracy of someone’s citation rate. 

How greatly this inaccuracy distorts relative citation measurements is a matter of 
considerable debate (22). One study by Cole and Cole showed that the omission of 
citations to secondary-author publications “does not affect substantive conclu- 
sions.” (23). However, that study dealt only with physicists. 

Lindsey and Brown take the opposite position. They theorize that limiting citation 
counts to primary-author papers does introduce a measurement error if the primary- 
author papers are a unique subset of an author’s publication record; that would be 
the case if coauthor sequence were based on importance of contribution (24). The 
size of the error would depend on the extent to which the primary-author papers are 
not a random, representative sample of all the papers. 

Work done by Roy (25) suggests that the problem might not exist if the com- 
parisons are being made within and between small, homogeneous groups, such as 
faculty departments. Reasoning that the citation counts for primary- and secondary- 
authorship papers are either roughly the same, or that any deviation that does exist 
is constant within the homogeneous universe, he has worked out the following for- 
mula for computing total citation counts: 

where CT = total citations 
CT = CF x ;$ 

CF = citations to primary-author papers 
TP = total papers 
FP = primary-author papers 

If his hypothesis is correct, it may not always be necessary to go to the trouble of 
compiling the citation data on secondary-author papers to arrive at a total citation 
count. Using a bibliography to obtain the total number of papers published, it 
would be possible to calculate the total citation count from primary-author data 
alone. To test the formula, Roy used it to calculate the total citation counts for two 
faculty departments from a compilation of primary-author data and then compared 
the counts with compilations of both primary- and secondary-author data. The cor- 
relation between the calculated and compiled counts was .98 for a materials-science 
department and .94 for one in physics. Much more data are needed, however, to 
verify the accuracy of the formula. 

Another element of uncertainty is introduced by the uneven incidence of 
multiauthor papers from field to field. Although the trend toward collaborative 
science and multiauthored papers is a strong one (26), the Lindsey and Brown study 
shows that multiauthor papers accounted for only 17-25% of samples of published 
papers in the fields of economics, social work, and sociology, but 47-81% of 
samples of published papers in gerontology, psychiatry, psychology, and biochem- 
istry. 

Preliminary stratification studies at IS1 have shown that failure to include 
secondary-author papers in citation counts introduces a substantial error at the very 



Perspective on Citation Analysis of Scientists 243 

highest stratum of cited scientists. A list of the 250 most cited scientists, taken from 
a compilation of only primary-author counts, had only 28% of its names in common 
with a similar one taken from a compilation of all-author counts (22). Further 
studies are being conducted to determine the degree of error throughout the entire 
range of cited scientists. 

As long as this uncertainty persists, the only fair way of developing relative cita- 
tion counts is to compile the performance of all the published material that is listed 
on a comprehensive bibliography. At ISI, where these studies are conducted on a 
scale that requires computer compilation, this is standard practice, and in 1978 the 
same procedure was put into effect for all stratification studies. 

Obviously, the same thing can be done in small-scale studies, where the data is 
compiled by researchers. If a bibliography is not available, the SCI/ssCZSource Zn- 
dex, which shows for each author listed all the items published in the journals 
covered by the index during the given time period, can be used to compile one. Since 
the source coverage of SCZ/SSCZ is not exhaustive, this approach does entail some 
risk of incompleteness. On the other hand, SCZKSCZ covers all the highly cited 
journals, so if what is missed is a journal item, the probability of it being cited a 
significant number of times is relatively low. Nevertheless, because it is always pos- 
sible that a highly cited paper will be published in a journal that has a low citation 
rate, the most thorough way of compiling someone’s citation rate is by working 
from a bibliography known to be complete. 

Citation analyses for comparative purposes should also take into consideration 
the impact that coauthorship has on writing productivity. Price and Beaver (27) 
found that in one sample of scientists four papers in five years was the high for 
authors working alone or with only one coauthor. In contrast, those working with 
more than 12 collaborators produced a minimum of 14 papers during the same time 
period. Obviously collaboration increases productivity, which can affect total cita- 
tion count. This potential distortion can be handled in a number of different ways, 
depending upon the situation. In some cases, it may be enough to calculate the 
average citation count per paper and make that the basis for comparison. Lindsey 
and Brown suggest the procedure of allocating equally the citation count of a given 
paper among all its authors (24). If the authors and their work are well known by the 
person doing the evaluation, it may be possible to allocate citation credits among the 
coauthors of a given paper on the basis of a subjective judgment of their relative 
contributions. 

The second characteristic of SCZ/SSCZ that can affect the accuracy of an in- 
dividual’s citation count is the homograph problem of distinguishing between two or 
more people with the same last name. An example of the problem is the name R. A. 
Fisher, which identifies both the well known theoretical statistician and a lesser 
known physicist. The chances are that any annual edition of SCZduring the past 10 
years will list under that name cited works for both the statistician and physicist. 

There are two solutions to the problem, depending upon the size of the evaluation 
study being done. If the study involves few enough people to make it practical to 
compile their citation counts from the printed index, the distinction between people 
with the same name frequently can be made by examining the titles of the journals in 
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which the cited work and the citing work were published. For example, the Citation 
Index of the 1974 SCZ lists 137 cited works under the single name of J. Cohen, but 
an examination of the titles of the cited and source journals involved clearly iden- 
tifies eight different people: a psychologist, surgeon, physicist, chemist, ophthal- 
mologist, gynecologist and obstetrician, mathematician, and a biostatistician. 

The second solution to the name-homograph problem is the same simple one that 
eliminates the error potential of counts based only on primary-author credits: a 
complete bibliography of the person being evaluated. This should always be used in 
any evaluation study large enough to justify a computer analysis of the SCZ/SSCZ 
data base. And, of course, there is no reason why it cannot be used by researchers on 
smaller analyses to avoid whatever trouble may be involved in matching journal 
titles against fields of study and to eliminate the small possibility of mistakes or am- 
biguities in such an operation. 

WHAT DO CITATION COUNTS MEASURE? 

All the rest of the grounds for criticism are concerned with intrinsic characteristics 
of citation counts that are said to invalidate them. Some of these characteristics have 
to do with what citation counts measure, others with what they do not measure. 

Those who claim that citation counts measure too much to be valid talk about 
negative citations, self-citations, and methodological papers. The first two points 
represent problems that appear to be more theoretical than real. For example, while 
it is theoretically possible that a high citation count could be produced by publishing 
low-quality work that attracted a lot of criticism, the apparent reluctance of scien- 
tists to go to the trouble of refuting inferior work makes such a situation very un- 
likely. Two sociologists of science have commented on this trait. G. M. Carter (21) 
wrote, “Citations of articles for negative reasons are extremely rare and unlikely to 
distort the use of frequency counts of citations as measures of research output.” A. 
J. Meadows was even more explicit about the trait (28): “Surprisingly enough, 
despite its acceptance of the need for organized skepticism, the scientific community 
does not normally go out of its way to refute incorrect results. If incorrect results 
stand in the way of the further development of a subject, or if they contradict work 
in which someone else has a vested interest, then it may become necessary to launch 
a frontal attack. Otherwise, it generally takes less time and energy to bypass er- 
roneous material, and simply allow it to fade into obscurity.” 

These observations add a dimension of subtlety to the negative-citation question. 
If scientists tend to ignore inferior work that is of little importance, then the work 
that they do go to the trouble of formally criticizing must be of some substance. 
Why, then, should negative citations be considered a sign of discredit? Criticism, as 
well as communication, is one of the fundamental functions of the process of scien- 
tific publication. Many new theories and findings of importance are criticized initi- 
ally. It seems presumptuous to assume that the critics are always right. They are just 
as likely to be wrong. A significant number of the early papers of Nobel Prize win- 
ners were rejected for publication by the leading journals of their fields. And even 
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when the paper being criticized is wrong, does the mistake diminish to zero the con- 
tribution of the scientific work being described? Do not mistakes important enough 
to be formally refuted serve the constructive purpose of clarifying, focusing, and 
stimulating? 

The question of whether negative citations invalidate citation counts as a measure 
of individual performance evokes the more fundamental question of what facet of 
scientific performance do citation counts measure. If citation statistics were pur- 
ported to be a precise measure of the number of times an individual was right, 
negative citations certainly would be an unacceptable aberration. But citation counts 
are not that kind of measure. What they are is a very general measure of the level of 
contribution an individual makes to the practice of science. Since scientists tend to 
ignore the trivial, negative citations seem to say as much about that rather abstract 
facet of scientific performance as positive ones. 

The question of the validity of self-citations is a simpler one. Theoretically, self- 
citations are a way of manipulating citation rates. On the other hand, the practice of 
citing oneself is also both common and reasonable. Studies show that at least 10% 
of all citations are self-citations, when self-citations are defined as a scientist citing 
work on which he or she appeared as primary author. If the definition were ex- 
panded to include references to work on which the scientist was the secondary 
author, or to the work of a collaborator (team self-citation), the percentage un- 
doubtedly would be much greater. Since scientists tend to build on their own work, 
and the work of collaborators, a high self-citation count, more often than not, in- 
dicates nothing more ominous than a narrow specialty. 

The reason why this is almost always the case is that it is quite difficult to use self- 
citation to inflate a citation count without being rather obvious about it. A person 
attempting to do this would have to publish very frequently to make any difference. 
Given the refereeing system that controls the quality of the scientific literature in the 
better known journals, the high publication count could be achieved only if the per- 
son had a lot to say that was at least marginally significant. Otherwise, the person 
would be forced into publishing in obscure journals. The combination of a long 
bibliography of papers published in obscure journals and an abnormally high self- 
citation count would make the intent so obvious that the technique would be self- 
defeating. 

The third point of criticism, which is the high citation counts of some method- 
ological papers, deserves more attention. Many scientists feel that methodological 
advances are less important than theoretical ones. Some of them who feel that way 
conclude that citation counts cannot be a valid measure because they favor those 
who develop research methods over those who theorize about research findings. 

Such a conclusion overlooks several important points. The most obvious one is 
the questionable validity of the judgment that methods are inherently less important 
than theories. It may be that they are, but no one can deny that some methods, and 
instruments too, have opened up major new areas of research. Whether such 
methods are less important than theories that have had the same impact is a classic 
subject for debate, rather than a scientific truth. Some indication of the interaction 
between methodology and theory can be found in Citation Classics, a weekly series 
of statements by authors of highly cited papers that is published in Current Con- 
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tents. The authors of methods papers discuss, among other things, the impact their 
work has had on theory and practice. 

Another, less contentious, point that is overlooked is that methods papers do not 
inevitably draw a large number of references. Thousands of them are never cited. If 
you look at the 100 most cited works in the chemical literature as compiled from SCZ 
data for any given time period, for example, you will find that roughly 73% do not 
deal primarily with experimental methodology (29). So, while some methods papers 
are highly cited, certainly most are not. It varies according to the orientation of the 
field. In fields highly oriented to methodology, such as analytical chemistry, 
methods papers do tend to be highly cited. But in those that do not have a particu- 
larly strong methodological orientation, high citation counts are as much the excep- 
tion, rather than the rule, for methods papers as they are for theoretical papers. 

The most subtle point that is overlooked concerns the question raised earlier 
about the quality that citation counts measure. People talk about citation counts be- 
ing a measure of the “importance,” “significance,” or “impact” of scientific work, 
but those who are knowledgeable about the subject use these words in a very 
pragmatic sense: what they really are talking about is utility. A highly cited work is 
one that has been found to be useful by a relatively large number of people, or in a 
relatively large number of experiments. That is the reason why certain methods 
papers tend to be heavily cited. They describe methods that are frequently and 
widely used. 0. H. Lowry’s 1951 paper on protein measurement is a classic example. 
It was cited 50,000 times between 1961 and 1975, a count that is more than five times 
as high as the second most highly cited work. The only thing the count indicates 
about this particular piece of Lowry’s work was best said by him: “It just happened 
to be a trifle better or easier or more sensitive than other methods, and of course 
nearly everyone measures protein these days.” (30). 

Conversely, the citation count of a particular piece of scientific work does not 
necessarily say anything about its elegance or its relative importance to the advance- 
ment of science or society. The fact that Lowry’s paper on protein determination is 
more highly cited than Einstein’s paper on his unified field theory certainly does not 
indicate that Lowry’s contribution is more significant than Einstein’s. All it says is 
that more scientists are concerned with protein determination than are studying 
unified field theory. In that sense it is a measure of scientific activity. 

The only responsible claim made for citation counts as an aid in evaluating in- 
dividuals is that they provide a measure of the utility or impact of scientific work. 
They say nothing about the nature of the work, nothing about the reason for its 
utility or impact. Those factors can be dealt with only by content analysis of the 
cited material and the exercise of knowledgeable peer judgment. Citation analysis is 
not meant to replace such judgment, but to make it more objective and astute. 

WHAT CITATION COUNTS DO NOT MEASURE 

While one school of critics is concerned with what citation counts do measure, 
another is equally concerned about what they do not measure. The inability of cita- 
tion counts to identify premature discoveries-work that is highly significant but so 
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far ahead of the field that it goes unnoticed-is one reason this school gives for ques- 
tioning their validity. This criticism could appropriately be called the “Mendel syn- 
drome,” since those who voice it invariably refer to the long-dormant work of 
Gregor Mendel. 

It is true, of course, that citation counts will not identify significance that is 
unrecognized by the scientific community. They are, after all, nothing more, nor 
less, than a reflection of that community’s work and interests. To go beyond that is 
to begin questioning the validity of the community’s perception of things, which is 
another area that calls for peer judgments. 

The fact is, other forms of citation analysis can be helpful in going beyond the 
scientific community’s general perception of things (31). There are techniques that 
might be useful in identifying not only premature work, but the more prevalent 
phenomenon of immature fields, which are characterized by being small, young, 
and potentially much more important than their level of activity or citation rate 
would indicate. But this is another subject. 

As far as evaluating individuals is concerned, the inability of citation counts to go 
beyond the general perceptions of the scientific community seems to be irrelevant to 
the question of how accurately they reflect those perceptions. 

Another issue that is relevant is caused by the phenomenon of obliteration, which 
takes place when a scientist’s work becomes so generic to the field, so integrated into 
its body of knowledge that people frequently neglect to cite it explicitly (32). This 
happens, of course, to all high quality work eventually, but in some cases it happens 
within a relatively short time period. For example, most of Lederberg’s work on the 
sexual reproduction of bacteria was published in the early 1950s (33) but became so 
much a part of the field of genetics so quickly that the rate at which it is now cited is 
much lower than its importance would lead one to expect. When this happens, the 
long-term citation count of the scientist responsible for the work may fail to reflect 
the full magnitude of his contribution. That is why I suggested in 1963 that a PERT- 
type measure be used to establish the current impact of old work (34). 

There is, however, not much chance of obliteration causing inequities. It happens 
only to work that makes a very fundamental and important contribution to the field; 
and before the obliteration takes place, both the citation count and reputation of the 
scientist responsible for the work usually reach a level that makes additional citation 
credits superfluous. Of course, obliteration might lead to bad judgments by people 
unfamiliar with the field, but this possibility is just another reason why evaluations 
should always be made by, or in consultation with, people knowledgeable in the 
fields of the scientists involved. 

Some people are also concerned because raw citation counts do not take into ac- 
count the standing, or prestige, of the journal in which the cited work was pub- 
lished. This is true, although the Journal Citation Reports section of SCZ/SSCZpro- 
vides rankings of journals, based on several different citation measures, that can be 
used for this purpose. Theoretically, it is possible, as Narin has shown (35), to 
weight the citation counts to reflect this factor, but it is not very clear how the 
weights should be used. Should citations to a paper published in Science count for 
more, to reflect the accomplishment of publishing in Science, or less, to reflect the 
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possible increase in citation potential that may be attributed to the high visibility of 
Science material. And, what about the journals that published the citing articles? Is 
not the prestige of the journal that published the citing work just as important as the 
one that published the cited work? 

Though it is easy to speculate on the effect that journal prestige may have upon 
citation counts, it does not seem to be a very important factor. Since abstracting and 
indexing services generate visibility for the material published in most journals, it is 
doubtful whether publication in any particular journal increases the probability of 
being cited enough to justify a negative weight. Even in a journal as well known and 
regarded as the Physical Review, 47% of all the articles published in 1963 had a 1966 
citation rate of 0 or 1 (36). Another reason for discounting the prestige of the jour- 
nal is that most papers cited highly enough to make any difference are published in a 
small group of journals that all enjoy a high level of prestige and visibility. 

Another, more relevant, concern of the “can’t-do” school of critics is that cita- 
tion counts cannot be used to compare scientists in different fields. This is partially 
true, depending on the methodology used to make the comparison. It certainly is im- 
proper to make comparisons between citation counts generated in different fields. 

What makes it improper is that citation potential can vary significantly from one 
field to another. For example, papers in the biochemistry literature now average 30 
references, whereas those in the mathematical literature average fewer than 15. The 
potential for being cited in the biochemistry literature, then, is two times that of the 
mathematical literature. Work by Koshy (12) shows that the variations in citation 
rates and patterns that exist from one discipline to another extend to such citation 
characteristics as how quickly a paper will be cited, how long the citation rate will 
take to peak, and how long the paper will continue being cited. 

In fact, there is reason to believe that the disciplinary distinctions made between 
fields may not always be fine enough to avoid unfair comparisons. Work on co-cita- 
tion analysis (3 1) suggests quite strongly that the literature varies considerably from 
one specialty to another in characteristics that affect the potential of being cited. 
The characteristics identified are the size, degree of integration, and age of the 
literature. Interestingly enough, the size of the field is measured by the size of its 
core literature, rather than by the number of researchers. Probably the most com- 
mon misconception held about citation counts is that they vary according to the 
number of researchers in the field (7). This is simply not true. Citation potential is an 
expression of something considerably more complex than the number of people who 
are theoretically available to cite a paper-though that number does affect the prob- 
ability of generating extremely high citation rates. It also has much to do with the 
ratio of publishing authors to total research population, the distribution of publish- 
ed papers over the population, and the distribution of references over the existing 
literature. While we do not know very much about these variables, it is quite likely 
that they vary from field to field according to social factors, degree of specializa- 
tion, and the rate of research progress. In the absence of any detailed knowledge of 
either the variables or the factors that influence them, the most accurate measure of 
citation potential is the average number of references per paper published in a given 
field, and that number does not necessarily correlate with field population. 
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Reasons aside, citation potential does vary among fields, and the boundaries of 
fields may be drawn much more finely and narrowly than one might expect. In a 
controversy over the use of cats in research on the physiology of sexual behavior (37, 
38), Dr. Lester R. Aronson claimed that people using rats for that kind of research 
read and cite only studies on that particular species. 

Evaluation studies using citation data must be very sensitive to all divisions, both 
subtle and gross, between areas of research; and when they are found, the study 
must properly compensate for disparaties in citation potential. This can be done 
very simply. Instead of directly comparing the citation count of, say, a mathemati- 
cian against that of a biochemist, both should be ranked with their peers, and the 
comparison should be made between rankings. Using this method, a mathematician 
who ranked in the 70 percentile group of mathematicians would have an edge over a 
biochemist who ranked in the 40 percentile group of biochemists, even if the 
biochemist’s citation count was higher. 

It can be said that this type of analysis is an involved one, and there is no doubt 
that it is. But making comparisons across disciplines or specialties is a complicated 
matter. Presumably, the resasons for doing so are significant enough to justify a 
reasonable amount of effort to make the evaluation fair. 

Still another school of criticism discounts citation measures on the grounds that 
they are too ambiguous to be trusted. One ambiguity that bothers them is that 
although all Nobel Prize winners and most members of the U.S. National Academy 
of Sciences have high citation rates (39), there are other people with equally high 
rates who have not won this type of peer recognition. And they point out the am- 
biguities that are inherent in a measure that makes no distinction between a scientist 
who was cited 15 times a year for two years and one who was cited six times a year 
for five years. Crosbie and Heckel (7) make the additional point that citation 
measures of departmental performance are extremely sensitive to the time period 
covered by the analysis and can easily produce ambiguous results, which need 
careful interpretation, from multiple time periods. 

All of these points are perfectly valid ones. There are ambiguities associated with 
the use of citation counts as a measure of individual performance that prevent them 
from being completely definitive. They very definitely are an interpretive tool that 
calls for thoughtful and subtle judgments on the part of those who employ them. 

PROS AND CONS 

Any fair appraisal of citation analysis as an aid in evaluating scientists must 
acknowledge that there is much about the meaning of citation rates that we do not 
know. We are still imprecise about the quality of scientific performance they 
measure. We still know very little about how sociological factors affect citation 
rates. There is still much uncertainty about all the possible reasons for low citation 
rates. And there is still much to learn about the variations in citation patterns from 
field to field. 
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On the other hand, we know that citation rates say something about the contribu- 
tion made by an individual’s work, at least in terms of the utility and interest the rest 
of the scientific community finds in it. We know that high citation rates correlate 
with peer judgments about scientific excellence and the importance of contributions. 
And we know enough about overall citation patterns and the variables that affect 
them to devise a useful statistical model to predict a scientist’s lifetime citation rate 
in terms of the average number of citations per paper. 

Such a model has been developed and tested by Geller, de Cani, and Davies (40). 
It is based on our knowledge of gross citation patterns and the annual growth of the 
scientific literature. The input to the model is a citation history, covering at least 
four years, of all of an individual’s existing papers. From this, the model projects 
the total citation count of each paper for a 40-year time period, which is considered 
the lifetime of a paper. The average lifetime citation count per paper is calculated 
from the aggregate 40-year total. A validation technique is included to identify 
papers whose history indicates a citation pattern that differs enough from the norm 
to require special attention. 

The development of such a model is an important step forward in systematizing 
the use of citation data and reducing the incidence of methodological errors. But 
there is still a need to be careful (41). There is still a need to understand the limita- 
tions of citation data as a measure of relative scientific performance (42). As with 
any methodology, citation analysis produces results whose validity is highly sensitive 
to the skill with which it is applied. The apparent simplicity of counting citations 
masks numerous subtleties associated with comparing citation counts. Superficial 
citation studies that ignore this dimension of subtlety can be very misleading. Valid 
citation studies call for a thorough understanding of the intricacies of making com- 
parisons (38), particularly when dealing with citation counts that are not extraor- 
dinarily high. 

When all there is to say, pro and con, about citation rates as an evaluation tool 
has been said, two facts stand out as being fundamental to the debate. One is that as 
the scientific establishment grows bigger, and its role in society more critical, it 
becomes more difficult, more expensive, and more necessary to make the evalua- 
tions that identify those people and groups who are making the greatest contribu- 
tion. The second fact is that citation measures have been demonstrated to be a valid 
form of peer judgment that introduces a useful element of objectivity into the 
evaluation process and involves only a small fraction of the cost of surveying techni- 
ques. While citation analysis may sometimes require significantly more time and ef- 
fort than judgments made on nothing but intuition, professional evaluations cer- 
tainly are important enough to justify such an investment. 
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